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Abstract 

Nickel-diamond composite coatings are produced by electro deposition using 

sedimentation techniques on mild steel substrate at various cathode current density, pH 

and temperature. Electro deposition was carried out from a conventional Watts bath. 

Natural diamond powder of 6-12 µm size was used in the study. The volume percent 

incorporation of diamond on the coated specimens was measured gravimetrically. 

Artificial Neural Network (ANN) and regression models (a mathematical model) were 

used to predict the volume percent incorporation of diamond in the Ni-diamond metal 

matrix.  In this work, Volume fraction of diamond deposition (Vfd) was taken as 

response variable (output variable) and current density, pH and temperature were taken 

as input variables. The prediction of response variable was obtained with the help of 

empirical relation between the response variable and input variables using ANN and 

also through DOE. The predicted values of the responses by ANN and regression 

models were compared with the experimental values and their closeness with the 

experimental values was determined. 

 

Keywords: Volume fraction of diamond deposition (Vfd), ANN, Regression models, 

Design of Experiments (DOE), Ni-diamond composite coating. 

 

 

Introduction 

Diamond and diamond related composite coatings are considered as super 

abrasive materials harder than other materials. Due to their superior tribological 

properties, these materials are industrially important. But it is very difficult to 
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make any component using diamond powder alone and this has necessitated the 

composite coatings. 

A number of works has been reported on diamond coated tool using various 

techniques such as PVD and CVD [1-2]. J. Paulo Davim [1] studied the 

machinability of MMCs with PCD tool CVD deposited diamond coated tools. M. 

Chen et al. [2] showed the advantage of deposited thin film diamond over the 

sintered polycrystalline diamond of cutting tools with complex geometrics such 

as drill. Many works have also been published on Ni-Diamond electro composite 

coating [3-7]. Malathy Pushpavanam et al. [8] investigated volume percent 

incorporation of diamond powder in the Ni-cobalt-diamond composite coating 

gravimetrically. But still good prediction techniques like mathematical modeling 

and soft computing techniques such as artificial neural network (ANN) are very 

much required to predict the volume percent incorporation of diamond (Vfd) in 

the Ni-diamond metal matrix, since diamond percentage influences the wear 

resistance, hardness and other tribological properties. 

Neural networks are composed of highly interconnected, simple processing units 

which are inspired by neural process observed in human brain. Successful 

applications can be found in areas such as process engineering, process control 

and estimation, pattern recognition, fault detection and image analysis. A 

common theme of these applications is the ability of the ANN to learn complex 

input – output relationships. They require no clearly defined algorithm or theory 

rather they have property of acquiring knowledge through the presentation of 

examples.  

In the present work, two prediction techniques, namely mathematical modeling 

and artificial neural network, were developed for the prediction of volume percent 

incorporation of diamond in the nickel-diamond composite coating. A comparison 

between ANN and regression model has shown that ANN has greater prediction 

accuracy. 

 

Prediction techniques  

Design of experiments 
A scientific approach to planning of experiments must be incorporated in order to 

perform an experiment most effectively. Statistical design of experiments is the 

process of planning the experiments so that appropriate data could be collected 

which may be analysed by statistical methods resulting in valid and objective 

conclusions. 

Planning of experiments was employed in order to fulfill the following 

requirements: 

- to get the uniformly distributed over the whole range of controllable factors to 

be investigated; 

- to reduce the total number of experiments; 

- to establish a relationship between different input variables and the output 

parameters accurately within the selected range of investigation. 
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3
k
 Factorial design for three factors 

 3
k 

factorial design is the most widely used factorial design having three levels for 

each of ‘k’ factors. The three levels of factors are referred to as low (-1), 

intermediate (0) and high (+1). If there are three factors under study and each 

factor is at three levels arranged in a factorial experiment, then this constitutes a 

3
3
 factorial design. Each main effect has two degrees of freedom; each two-factor 

interaction has four degrees of freedom. If they are n replicates, then there are (n 

x 3
3
 – 1) degrees of freedom and 3

3
(n-1) degrees of freedom for error [9]. 

 

Artificial Neural Network     
Artificial Neural Networks (ANN) are biologically inspired, that is, they are 

composed of elements that perform in a manner that is analogous to the most 

elementary functions of the biological neurons. ANN has a parallel distributed 

architecture with a large number of neurons and connections. Each connection 

points from one node to another and is associated with a weight. Artificial neural 

networks are characterized by their topology, weight vectors and activation 

function that are used in the hidden layers and output layer. In the present paper, 

multilayer perceptrons, with each layer consisting of a number of computing 

neurons, have been used. A perceptron is nothing but a computing unit or neuron. 

A multilayer perceptron trained with the back propagation algorithm may be 

viewed as a practical way of performing a non-linear input-output mapping of a 

general nature.  

The activation function used in the both hidden layer and output layer is a non-

linear function, where as for the input layer, no activation function is used since 

no computation is involved in the input layer. All neurons in a layer are fully 

connected to neurons in the adjacent layers. Information flows from one layer to 

other layer in a feed forward manner. The feed forward back propagation network 

is a popular architecture among different types of neural networks and finds 

applications in several areas of Engineering. The activation function f(X) is a 

non-linear function and is given by 
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Therefore, output of a neuron in the successive layer is given by 
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where W is the weight; )(Xf is the activation function; U  is the input node; i  

and j are number of input and hidden nodes, respectively. 
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In the current application, the objective was to use the network to learn mapping 

between input and output patterns. The components of the input pattern consisted 

of the control variables cathode current density, pH and temperature, whereas the 

output pattern components represented the measured factor (volume percent of 

diamond of incorporation). The nodes in the hidden layer were necessary to 

implement the non-linear mapping between the input and output pattern. 

In the present work, a method known as the active learning has been used. During 

the training process, initially all patterns in the training set were presented to the 

network and the corresponding error parameter (sum of squared errors over the 

neurons in the output layer) was found for each of them. Then the pattern with 

the maximum error was found which was used for changing the synaptic weights. 

Once the weights were changed, all the training patterns were again fed to the 

network and the pattern with the maximum error was then found. This process 

was continued till the maximum error in the training set became less than the 

allowable error specified by the user. This method has the advantage of avoiding 

a large number of computations, as only the pattern with the maximum error was 

used for changing the weights. This method could also avoid the problem known 

as thrashing (when weights were changed using a particular pattern may change 

to a higher value than the allowable value). It is proposed in the literature [10] 

that a multilayer perceptron trained with the back propagation algorithm may 

learn faster when the sigmoidal activation function used was asymmetric than 

when it was non-asymmetric.  

 

 

Experimental setup 
Experimental setup for plating is shown in Fig. 1. The plating was carried out in 

conventional watts bath using sedimentation techniques. 

 

 
Figure 1. Experimental setup for Ni-diamond composite coating. 

 

For the prediction of volume percent incorporation diamond under a variation of 

coating conditions, a training database with regard to different coating parameters 

needs to be established. A number of Ni-diamond composite coatings were 

carried out on mild steel substrate. 
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Ranges of coating parameters in the coating process are as follows: current 

density, i = 1 – 3 A/dm
2
; pH value = 2.5 – 4.5; and temperature, T = 30 - 60 ºC. 

For the above combination of parameters, twenty seven number of Ni-diamond 

composite coatings were obtained and their volume fraction of diamond 

incorporation were measured gravimetrically. The level designation of different 

process variables is shown in Table 1. 

 
Table 1. Level designation of different process (coating) variables. 

 

Level i (A/dm
2
) pH T (ºC) 

-1 

0 

1 

1 

2 

3 

2.5 

3.5 

4.5 

30 

45 

60 

 

 

Training the artificial neural network 

Artificial neural network consists of a number of layers (generally three) each 

with a number of nodes. These nodes process the data and pass it to the next 

layer. The input is given to the input layer and the network, after processing it, 

gives the result via the output layer. It has been found that they have the capacity 

of learning a complex polynomial equation of any degree. Since the working of 

the network is based on simple mathematical equations, they have a low response 

time which is extremely useful in controlling dynamic processes. 

The neural network has to be first trained and then tested to use for application. 

The training was done off-line using a computer. The features current density, pH 

and temperature are the inputs and the volume percent incorporation of diamond 

is the output for training the neural networks. Weights between input layer and 

hidden layer and weights between hidden layer and the output layer are generated 

randomly for the selected topology of the network. The number of patterns used 

for the training of artificial neural network using feed forward back propagation 

algorithm is 27. The learning parameter (η) was 0.5. Training of the network was 

stopped when the error reaches 0.001. The patterns are selected for training and 

testing the ANN. These selected patterns were normalized so that they lie 

between 0 and 1. Twenty seven patterns were selected for training the ANN. 

The inputs and outputs are normalized by 

 

maxX

X
X i

i =  
 

 

where Xi is the value of a feature and Xmax is the maximum value of the feature. 
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Experimental results and discussion 

Design of experiments 
A 3

3
 full factorial design was used in order to get the output data uniformly 

distributed all over the ranges of the input parameters. In this way 27 

experiments were carried out with different combinations of the levels of the 

input parameters. Regression equations, to get the relation between different 

response variable (volume percent incorporation of diamond) and the input 

parameters (current density, pH and temperature) were found using software for 

statistical analysis, called SPSS – eq. (3). The squared residual value (R
2
) for the 

regression model is found to be 0.8. 

 
Vfd = 1003.181pH 

0. 0043 
i 

-0.041
 T 

-0.919 (3) 

 

 

Artificial Neural Network 
The same data were fed to the artificial neural network program as training set of 

data. These experiments were called the training set of experiments. Training of 

the ANN was performed with an allowable error of 0.001. 

Once the network was trained such that the maximum error for any of the 

training data was less than allowable error, the weights and the threshold values 

were automatically saved by the program. As the input values from the validation 

experiments were given to the ANN program, the program predicted the required 

output. To validate the results of the regression equations and artificial neural 

network analysis 10 data from training sets were used.  

 
 

Table 2. Experimental coating parameters, volume percent incorporation of diamond for 

verification. 
 

Test No pH i / (A/dm
2
) T/ ºC Vfd (%) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

2.5 

2.5 

3.5 

4.5 

3.5 

3.5 

4.5 

2.5 

3.5 

4.5 

1 

3 

3 

3 

1 

3 

3 

2 

2 

2 

30 

30 

30 

30 

45 

45 

45 

60 

60 

60 

42.9 

35.35 

43.23 

37.26 

34.99 

32.07 

24.44 

23.94 

30.3 

21.83 
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To evaluate the developed networks for predicting volume percent incorporation 

of diamond, ten data as shown in Table 2 were used. Once the pH, current density 

and temperature are fed into the predicted networks, the volume percent 

incorporation of diamond could be calculated quickly using the regression 

equations and ANN program. 

A comparison of measured volume percent incorporation of diamond and 

predicted volume percent incorporation of diamond using the prediction 

techniques Regression model and Artificial Neural Network (ANN) is presented 

in the Table 3.  

 
Table 3. Comparison of measured and predicted volume percent incorporation of 

diamond using DOE and ANN. 
  

Vfd (%) Error % 

Prediction technique Prediction technique 

 

Test 

No. 
Measured 

DOE ANN DOE ANN 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

42.9 

35.35 

43.23 

37.26 

34.99 

32.07 

24.44 

23.94 

30.3 

21.83 

44.13 

42.18 

42.25 

42.29 

30.44 

29.1 

29.1 

22.67 

22.71 

22.73 

42.92 

35.35 

43.24 

37.27 

34.98 

32.05 

24.42 

23.94 

30.29 

21.81 

-2.87 

-19.3 

+2.27 

-13.5 

+13.0 

+9.26 

-19.1 

+5.3 

+25.0 

-4.12 

-0.046 

0 

-0.023 

-0.027 

0.028 

0.062 

0.812 

0 

0.033 

0.092 
  

 

The average absolute error between the measured volume percent incorporation 

of diamond and the predicted volume percent incorporation of diamond using the 

Regression model and ANN models are 0.4 % and 0.0223 %, respectively, and it 

is shown in Figure 2. 
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Figure 2. Comparison of errors in the prediction of volume percent incorporation of 

diamond. 
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It is shown clearly that the prediction technique ANN is better than the regression 

analysis in predicting the volume percent incorporation of diamond in the nickel-

diamond metal matrix. 

 

 

Conclusion 
The coating process variables were predicted using regression analysis and the 

artificial neural network models and the values obtained by both the methods 

were compared with the experimental values of the response variables to decide 

about the nearness of the predictions with the experimental values. 

Within the range of input variables for the present case (pH = 2.5 to 4.5; current 

density (i) = 1 to 3 A/dm
2
; temperature (T) = 30 to 60 ºC), the results showed that 

artificial neural network comes ahead of the design of experiment in nearness of 

the predictions to the experimental values of volume percent incorporation of 

diamond as the average errors in case of ANN are less than that obtained using 

regression model. 
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